
A&A manuscript no.(will be inserted by hand later)Your thesaurus codes are:03.13.12, 03.20.1, 03.20.2, 08.02.1, 08.09.1, 08.09.2 ASTRONOMYANDASTROPHYSICS30.12.1996Speckle imaging of binary stars: use of ratios of twofoldprobability density functions?M. Carbillet, C. Aime, �E. Aristidi, and G. RicortD�epartement d'Astrophysique de l'Universit�e de Nice-Sophia Antipolis, Unit�e Mixte de Recherche 709 du Centre Nationale dela Recherche Scienti�que, Parc Valrose, 06108 Nice cedex 2, FranceReceived; acceptedAbstract. The probability imaging technique applied to double stars speckle data is presented within the frameworkof a new approach, giving more directly the intensity ratio and relative position of the components. The twofoldprobability density function is used for this purpose. A theoretical model is developed, pointing out a relevant quantitydeduced from the twofold probability density functions of the binary system and a nearby reference star. A methodusing this quantity is proposed to reconstruct the binary system, together with a reference-less version of it. Thepractical implementation of the method is tested for limiting cases and is improved by numerical simulations. Makinguse of the resulting procedure, intensity ratios and relative positions of the components are obtained for three closebinary stars: �Del, Moa�� 1 and  Per.Key words: Methods: data analysis { Techniques: image processing { Techniques: interferometric { binaries: close {Stars: imaging { Stars: individual: �Del { Stars: individual: Moa�� 1 { Stars: individual:  Per.1. IntroductionAn alternative to the usual computation of moments in the di�erent speckle interferometry techniques (Labeyrie 1970,Knox & Thompson 1974, Weigelt 1977) is the analysis of the probability density functions (pdfs) at several points inspace of the speckle pattern, describing the joint-occurrence of given intensities at several spatial locations.The interest of such an analysis, done within the probability imaging (pi) technique (Aime 1987), is that it permitsa complete description of the statistical properties of the random images, and it contains more information than anymoment analysis (at a given order) and should therefore allow a better speckle imaging reconstruction. The drawbackof this technique is that there is no simple separation between a function that depends on the object alone and afunction that is relevant to the point-source spread speckle pattern in the result, as in the moment analysis. Thismakes calibration of the results di�cult.We present here a new practical implementation of the pi technique well suited for the image reconstruction ofbinary systems from visible speckle interferometry data. In that sense, this technique is to be compared to otherbinary-star-oriented techniques, such as the Directed Vector Autocorrelation (Bagnuolo et al. 1992) combined withthe fork algorithm, that can be used for binary stars speckle data (Bagnuolo et al. 1990); or to the more recent cross-correlation method proposed by Aristidi et al. (1996), if coupled to the fork algorithm or to the present Q functioncomputation.This paper follows the work of Carbillet et al. (1996a) who �rst obtained|using the pi technique|quantitativeresults suitable for astrophysical interpretations, from one-dimensional near-infrared data. While the previous approachSend o�print requests to: M. Carbillet (marcel@procyon.unice.fr)? Based on observations obtained at Bernard Lyot telescope, PicduMidi deBigorre, France, and WilliamHershell telescope,LaPalma, Spain.



2 M. Carbillet et al.: Speckle imaging of binary stars: use of ratios of twofold probability density functionswas parametric and made use of minimization techniques, the present one gives the information required from thebinary stars data more directly.The paper is organized as follows. The problem of imaging a binary star by using pdfs is exposed in Sec. 2. Atheoretical model of the pdfs that leads to a relevant quantity is exposed in Sec. 3, together with the procedure usingit as a tool for speckle imaging. A proposal to get rid of the use of a reference star is described in Sec. 4. Numericalsimulations done in order to test the validity and limits of the method are presented in Sec. 5. An application to realdata of the binaries �Del, Moa�� 1 and  Per is performed in Sec. 6. A discussion of the work (including further plannedapplications) is given in Sec. 7, and a conclusion in Sec. 8.2. Imaging a binary star by using pdfsA binary system, for which none of the stars is individually resolved by the telescope, is the most simple object thatcan be considered for image reconstruction. Its perfect image is made of two points of intensities I1 and I2, separatedby a vector of position d corresponding to the angular separation.Let us denote as S(r) the instantaneous monochromatic speckle pattern produced at the focus of the telescope bya point-source (i.e. a single star unresolved by the telescope, or a reference star). S(r) is therefore the point-spreadfunction (psf) if one considers a unit mean intensity. Assuming isoplanatism, the observed binary star speckle patternB(r) can be written as:B(r) = I1 S(r) + I2 S(r � d) = I0 � 11 + � S(r) + �1 + � S(r � d)� ; (1)where: � = I2=I1, and I0 is the intensity of the binary system corresponding to its overall magnitude.The relevant information for the imaging of the binary is contained in the three parameters I1, I2 and d, orequivalently in the three parameters I0, � and d. Unless very accurate photometry is performed, we cannot access theabsolute value of I0, so the imaging parameters to retrieve are � and d. Whereas d (or equivalently �d) and the value(greater or not than 1) of � give a point in the orbit of the binary, an accurate value of � leads to relative photometryof the system. The object of our analysis will be therefore to obtain with no ambiguity d and �. Let us now show howan analysis of the pdfs can achieve this goal.Let us �rst denote 
1 the intensity value taken by I(r) and 
2 that of I(r+�), where I(r) describes the intensitydistribution in the speckle pattern at a position r, and � is a space-lag. As we assume stationarity in space, thesecond-order statistics of I(r) are completely de�ned (Lee 1960) by the twofold pdf P (2)(
1;
2; �).The quantity P (2)(
1;
2; �) d
1 d
2 measures the probability that I(r) has an intensity value lying in the ele-mentary interval f
1;
1+d
1g while I(r+�), of the same speckle pattern, has an intensity value lying in the intervalf
2;
2 + d
2g.As discussed by Aime et al. (1990), there is a strong di�erence between twofold pdfs of speckle patterns producedby a point-source and a binary star. For a given value of �, the observed pdfs appear as joint occurrence histogramsof the discretized values 
1 and 
2, and can be represented as gray-level images. As we shall see in what follows, thetwofold pdf of a point-source has an overall symmetrical structure in 
1 and 
2 whatever the value of �. Whereasfor � close to the star separation vector d of the binary, the corresponding twofold pdf of the double star specklepattern has an arrow-head shape with a trend towards a direction 
2 = �
1. There is a unique relationship betweenthe shape of the twofold pdf and �.Carbillet et al. (1996a) presented a calibration procedure that uses a parametric approach leading to an estimationof the two parameters d and � from one-dimensional near-infrared speckle data. We present here a new approachthat is found to give better results for two-dimensional visible speckle data. The separation d (modulus of d) and theposition angle PA (with a 180�quadrant indetermination) need within the present framework to be determined by theby now classical power spectrum analysis and visibility function calculus of Labeyrie's technique. We will now focuson the most accurate way possible of determining � (and the absolute quadrant) by using an analysis of the pdf'sslices computed for � = d (or equivalently � = �d).



M. Carbillet et al.: Speckle imaging of binary stars: use of ratios of twofold probability density functions 33. Theoretical Model3.1. General expressionsLet us �rst recall the de�nition of the single-fold characteristic function (cf) �(1)I (w) of I(r), the intensity at thefocus of the telescope that can be either the psf S(r) or the binary star speckle pattern B(r). �(1)I (w) is the complexfunction of the real variable w de�ned as:�(1)I (w) = E [exp fiwI(r)g] = Z expfiw
g P (1)I (
) d
; (2)where the symbol E[�] denotes the expected value of �, and P (1)I (
) is the single-fold pdf| and the inverse Fouriertransform of �(1)I (w).By generalizing Eq. 2 to two dimensions, we can derive the twofold cf of I(r):�(2)I (w1; w2; �) = E [exp fiw1I(r) + iw2I(r + �)g] : (3)On substituting S(r) to I(r) in the above equation, we directly obtain the twofold cf of the psf as:�(2)S (w1; w2; �) = E [exp fiw1S(r) + iw2S(r + �)g] ; (4)while, if I(r) represents the binary star speckle pattern B(r), Eq. 3 takes the following form:�(2)B (w1; w2; �) = E [exp fiw1B(r) + iw2B(r + �)g]= E hexpniw1 11+�S(r) + iw1 �1+�S(r � d) + iw2 11+�S(r + �) + iw2 �1+�S(r � d+ �)oi : (5)In the particular case when � is equal to the star separation d, this last equation becomes:�(2)B (w1; w2; � = d) = E �exp�iw1 �1 + �S(r � d) + iw2 11 + �S(r + d) + i(w1 + �w2) 11 + �S(r)�� : (6)As shown by Aime et al. (1993), this expression can be written as a central slice of the threefold cf of S(r). A muchsimpler expression can be used if we assume that the separation d is large with respect to the speckle size s, so thatS(r), S(r � d) and S(r + d) are statistically independent from one another. In that case, assuming that the processis stationary in space, the twofold cf reduces to the product of single-fold cfs of S(r):�(2)B (w1; w2; � = d) = �(1)S �(w1 + �w2) 11 + �� �(1)S �w2 11 + �� �(1)S �w1 �1 + �� : (7)By Fourier-inverting this last equation, it leads to (Aime 1993):P (2)B (
1;
2; � = d) = (1 + �)3� �P (1)S �1 + �� 
1� P (1)S ((1 + �)
2)� � hP (1)S ((1 + �)
1) � (�
1 �
2)i ; (8)where � stands for a two-dimensional convolution and � is the Dirac distribution.3.2. Gaussian modelWe shall now assume that the complex amplitude of the wave at the focus of a large telescope is a circular Gaus-sian process, i.e. real and imaginary parts of the wave are independent and have identical Gaussian densities. Thiscorresponds to a fully developed speckle pattern. In that case, the intensity of the psf| that we de�ned with meanintensity equal to one |follows the well known negative exponential law:P (1)S (
) = expf�
g: (9)By substituting this last equation into Eq. 8, one obtains the twofold pdf in the normal case (Aime 1993). In thepresent paper, we shall write this expression as:P (2)B (
1;
2; � = d) = (1 + �)31 + �3 exp f� (
1 + 
2)g exp���
1� + �
2�� �exp�1 + �3� Min�
1; 
2� ��� 1� ; (10)
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Ω1 Fig. 1. Gray-level representation of the theoretical twofold pdf of a binary star computed for (�x; �y) = (dx; dy) and � = 1:5(a), the twofold pdf of a point-source (b), and the corresponding Q function (c).where we have underscored the term expf�(
1 + 
2)g that corresponds to the twofold pdf of the psf, within theassumption of statistical independence used to deduce Eq. 7 from Eq. 6. In that case, the twofold pdf of the binarystar appears as the product of the twofold pdf of the psf and a function denoted as Q(
1;
2), and de�ned as thefollowing ratio:Q(
1;
2) = P (2)B (
1;
2; � = d)P (2)S (
1;
2; �) : (11)As we shall see in the following, the function Q(
1;
2) makes it very easy to recover the value of �. This isillustrated in Fig. 1 that shows the respective shapes of P (2)B , P (2)S and Q, computed for the Gaussian model. Fromthese gray-level representations, one can immediately note how the information about �, already present in the twofoldpdf of the binary, is tremendously enhanced in the Q function.Let us now describe how the information about � is present in this function. We can write Eq. 11 as:Q(
1;
2) = (1 + �)31 + �3 exp���
1� + �
2�� �exp�1 + �3� Min�
1; 
2� ��� 1� : (12)The shape of this function is mainly given by the �rst term inside brackets. The quantity Min �
1; 
2� � present in this�rst exponential divides the (
1;
2) plane of Q into two regions, with a delimiting ridge of slope 
2 = �
1.3.3. Radial integrations
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Fig. 2. Plots of the analytical radial integrations for the theoretical twofold pdf of a binary star computed for (�x; �y) = (dx; dy)and � = 1:5 (a), the twofold pdf of a point-source (b), and the corresponding Q function (c). These plots precisely correspondto the gray-level representations shown in Fig. 1.



M. Carbillet et al.: Speckle imaging of binary stars: use of ratios of twofold probability density functions 5An easy way to detect the ridge described previously, and shown in Fig. 1 for � = 1:5, is to radially integrate the Qfunction in the (
1;
2) plane. Analytically, this operation can be written as:IQ(�) = Z �max0 Q(� cos �; � sin �) d� (13)where: IQ(�) is the radial integration of Q, 
1 = � cos �, 
2 = � sin �, �max is the maximum value of �, i.e.: �max =ImaxMax(cos �;sin �) with Imax the actual maximum value of intensity determined by the practical binning. We can �rstconsider the ideal case where �max !1. Then IQ(�) becomes:IQ(�) = �(1 + �)31 + �3 " 1cos � + �2 sin � � (1 + �3)Min(cos �; sin �� ) � 1cos � + �2 sin �# : (14)Here again, the main part of IQ(�) comes from the �rst term, the second one being almost negligible compared to it.Moreover, the quantity Min(cos �; sin �� ) divides the axis of � into two regions, causing the relevant behavior:IQ(�)!1 for � = arctan� (15)This is due to the fact that Q(
1;
2) rapidly converges to (1+�)31+�3 for 
2 = �
1 (that corresponds to � = arctan�),and as 
2 increases. This general behavior will allow us easily to �nd the exact value of � by searching for the in�nitemaximum of IQ(�).In practice, we have to consider that �max has a �nite value. In that case the value of IQ(�) becomes �nite too,but the main �gure is kept: IQ(�) has a very clear maximum for the right value � = tan � of the intensity ratio ofthe binary star. Figure 2 shows IQ(�) compared to the radial integrations performed on the twofold pdf of the psfand on the twofold pdf of a binary star speckle pattern. As one can see from these plots, the maximum of both theradial integrations of P (2)B and Q gives the value of �, but the maximum of Q is � 30 times higher (for the presentcase where Imax = 19) and much better de�ned.4. Avoiding the use of a reference star
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Ω1 Fig. 3. Top: gray-level representation of the theoretical twofold pdf of a binary star computed for (�x; �y) = (dx; dy) (a), thetwofold pdf of same binary computed for (�x; �y) ? (dx; dy) (b), and the corresponding ~Q function (c).The use of a reference star is generally needed in speckle interferometry to correct the quantity computed fromatmospheric e�ects. We saw for instance in the previous sections that we derive Q computing the ratio of the twofoldpdf of the binary star and the twofold pdf of the psf (even if in this case this does not exactly correspond to acomplete correction of the atmospheric e�ects). Nevertheless, since seeing conditions can rapidly change (Coulman1985), the twofold pdf of the psf can be badly estimated from the observation of a reference star. In that case, it canbe useful to avoid the use of the reference star data. This can be done by using the present technique.We have considered so far the twofold pdf of a binary star just for the space-lag vector � equal to the separationvector d, i.e. when the information about the binarity of the object is maximum. Let us now consider the inverse case,



6 M. Carbillet et al.: Speckle imaging of binary stars: use of ratios of twofold probability density functionsi.e. the case for which 
1 and 
2 are uncorrelated. Within the model assumed here, this occurs whenever � 6= d and� 6= 0. In practice, and considering the e�ects due to the real extension of the speckle pattern, we chose to consider theparticular vector � ? d (with the length � = d), for which on the one hand 
1 and 
2 are supposed to be uncorrelated,and on the other the e�ects due to the low frequencies present in the speckle pattern are supposed to be similar.Considering again Eq. 5, we have S(r), S(r�d), S(r+�) and S(r�d+�) that are still statistically independentfrom one another, all the more so because d, � and j� � dj are large in comparison to s. Assuming again that theprocess is stationary in space, we can write:�(2)B (w1; w2; � ? d) = �(1)S �w1 11 + �� �(1)S �w1 �1 + �� �(1)S �w2 11 + �� �(1)S �w2 �1 + �� : (16)Taking the same kind of assumption as in Sec. 3 and following the same process, leads to:8>>>>>><>>>>>>:P (2)B (
1;
2; � ? d) = (1 + �)2(1� �)2 �expf�(1 + �)(
1 +
2)g � exp��(1 + �)(
1 + 
2� )	� exp��(1 + �)(
1� +
2)	+ exp�� 1+�� (
1 + 
2)	� if � 6= 1P (2)B (
1;
2; � ? d) = 16 
1
2 expf�2(
1 + 
2)g if � = 1 (17)As in Sec. 3 one deduces from these quantities that:P (2)B (
1;
2; � ? d) = P (2)S (
1;
2; �) U(
1;
2); (18)where:8>>>>>><>>>>>>:U(
1;
2) = (1 + �)2(1� �)2 �exp�� 1�(
1 +
2)	� exp��(
1� + �
2)	� exp��(�
1 + 
2� )	+ exp f��(
1 +
2)g� if � 6= 1:U(
1;
2) = 16 
1
2 exp f�(
1 +
2)g if � = 1: (19)From Eq. 18 and Eq. 11, we can deduce a relationship between the twofold pdf of a binary star computed for � = dand computed for � ? d:P (2)B (
1;
2; � = d) = P (2)B (
1;
2; � ? d) ~Q(
1;
2);where : ~Q(
1;
2) = Q(
1;
2)=U(
1;
2): (20)This last relationship is valid as long as U(
1;
2) is not zero, i.e. for 
1 6= 0 and 
2 6= 0 (if � 6= 1). Let us now showthat ~Q has the same kind of behavior and interest as Q. Figure 3 illustrates the relationship given in Eq. 20, like inFig. 1. The twofold pdf of the binary star speckle pattern computed for � ? d appears very similar to the twofold pdfof the psf, and the above de�ned ~Q clearly shows the same kind of form as Q. The result is a little less impressivethan in Fig. 1, but applications to simulated and real data can lead to an equivalent result. As we shall con�rm inwhat follows, the method suggested in this paper can be used with or without reference star to correct for atmospherice�ects (the two versions of the method will be called from now the standard version and the reference-less version).In the next section we shall among other test the validity of this statement by doing some numerical simulations.5. Numerical simulationsWe assumed in writing the equations in the previous sections that d� s, i.e. the separation between the componentsd is large with respect to the speckle size s. In practice, the interesting point for observations is when d >� s, sincethe aim of every speckle imaging technique is to reach as close as possible the di�raction-limited resolution of thetelescope. Then, in order to complete the theoretical study and test the validity and limits of it for practical speckleobservations, we chose to make several numerical simulations with di�erent values of d and �. We decided not toreport all these simulations in this paper but just the most interesting ones, i.e. for a separation d = 53 s, and for threedi�erent relevant values of �.



M. Carbillet et al.: Speckle imaging of binary stars: use of ratios of twofold probability density functions 75.1. Practical implementation of the methodThe functions Q and ~Q are respectively obtained by dividing the twofold pdf of the binary star computed for � = dby that of a point-source, and by that of the binary computed for � ? d. In order to avoid zero divisions during thisoperation, we made use of an iterating algorithm based on VanCittert (1931) and already applied to speckle databy Cruzal�ebes et al. (1996). The output estimate of this algorithm perfectly converges to the solution of the normaldivision after an in�nite number of iterations. Let be A = BC . If jCj � 1 the calculation of A may rapidly diverge. Oneestimate of A can then be:An = B nXi=0(1� C)i: (21)Because P1i=0(1 � C)i = 1C , it is easy to demonstrate that limn!1An = A. In the case where the denominator Cbecomes smaller than the limit for which the machine cannot see the di�erence between 1 and 1 + C, we found thatit is typically su�cient to perform about ten iterations to estimate the ratio. In the other case, we simply calculatedthe ratio by normal division.We also computed the quantity Q �QT to enhance the relevant ridge, where QT is the transpose quantity of Q.The radial integration of this quantity IQ�QT is related to IQ by:IQ�QT = Z �max0 �Q�QT � (� cos �; � sin �) d� = IQ(�)� IQT (�) = IQ(�)� IQ(�2 � �): (22)So its ideal expression (i.e. when �max !1) follows:8><>:IQ�QT (�)!1 if � = arctan�:IQ�QT (�)! �1 if � = arctan 1� = �2 � arctan�: (23)In the present case �max is obviously �nite and the general behavior of IQ�QT (�) is to have a maximum for theright value of �, like IQ(�), but a minimum too for 1� . For such a quantity the extrema are better de�ned. A secondinterest is that it could stand out better between a value of � close to but greater than 1 and a value of � close to butsmaller than 1.In practice, to estimate QT , we did not directly make use of Q. We computed h(P (2)B )T =P (2)S i in order to have twodi�erent estimates (as P (2)S is determined experimentally) of the intensity ratio when analyzing the quantity Q�QT :one corresponding to the maximum of the radial integration, and one to the minimum. The output values of � arethen averaged from these two estimates, together with the corresponding errors.In addition, and in order to get rid of the e�ect of statistical uctuations and to keep only the most signi�cantfeatures, we also smoothed the Q, ~Q, Q�QT and ~Q� ~QT estimates by convolving them by a 3� 3 unit valued �lter.We consider only the part of the computed quantities Q, ~Q, Q �QT and ~Q � ~QT where the signal-to-noise ratiois the best, i.e. where there is a signi�cant number of events in the twofold pdfs of the reference and the binary star.This typically corresponds, in our present case, to an extraction of 32 � 32 pixels near the origin for pdfs computedwith a sample of the intensity of 256 levels.5.2. General caseThe simulation work presented in this subsection made use of two data sets (one for the binary star and one for thepoint-source), each made of 100 speckle frames of 128� 128pixels, simulated with the following parameters:{ observing wavelength : � = 6500�A,{ Fried's parameter: r0 = 20 cm,{ telescope diameter: D = 2m,{ speckle size: s = 3 pixels,{ separation vector for the binary: d = (+3;+4)pixels ) d = 5 pixels,{ intensity ratio between the components: � = 1:5.In Fig. 4 we represent the pdfs obtained for the point-source for � = d, and for the binary for � = d and for � ? d.The functions Q and ~Q are deduced from this, and represented together with their radial integrations. The functionsQ�QT and ~Q� ~QT are represented as well with their radial integrations.
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M. Carbillet et al.: Speckle imaging of binary stars: use of ratios of twofold probability density functions 9The procedure to quantitatively �nd the extrema of these radial integrations and to estimate the respective errorsmakes use of a polynomial �t of these quantities around the extrema. We chose for this purpose to �t the �2:5�region surrounding the extrema by a polynomial of the second degree, since close to its maximum a convex functionis supposed to have a quadratic-like behavior.input � input � Q Q �QT ~Q ~Q � ~QT1.5 56.31 54:85� 0:60 56:40� 0:50 54:80� 0:60 56:35� 0:5010 84.29 >� 80 83:80� 0:70 >� 80 83:70� 0:601.01 45.28 45:25� 0:95 > 45 44:90� 0:80 > 45Table 1. Values of � (and corresponding intrinsic errors ��) found for the numerical simulations.The values of � = arctan� found from the four quantities IQ(�), I ~Q(�), IQ�QT (�) and I ~Q� ~QT (�) are reported inthe �rst row of Table 1. The values found for Q and ~Q are rather less than the input value of �. This means thatthere is a systematic error in detecting the right value of � from the maximum of IQ and I ~Q. However this systematicerror is not present, or at least in a very small way, in the case, not presented in this paper, where the separation d isactually large with respect to s. Nevertheless, this systematic error is avoided by considering the values of � found forQ�QT and ~Q� ~QT . So while Q or ~Q gives us a �rst (but biased) estimate of �, the computation of Q�QT or ~Q� ~QTthen gives us a good value of it. The general procedure will be to consider directly Q�QT or ~Q� ~QT to estimate theintensity ratio of a binary star. Finally, this method gives equivalent results by using it in its reference-less version orin its standard version.We made several numerical simulations in order to test the validity and limits of the method. This showed us thattwo kind of limiting cases exist depending on �.5.3. Limiting cases
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10 M. Carbillet et al.: Speckle imaging of binary stars: use of ratios of twofold probability density functionsIn order to better test the limiting cases of the method, we chose to make the simulation with a larger number offrames per set: 1000. The �rst limiting case is when � is large (or small) with respect to 1. This corresponds to alarge magnitude di�erence between the components of the binary star. This is already a well-known limit of speckleobservations but in our present case, this corresponds to a ridge of theQ function close to the axis 
2 (or 
1), implyingthen a di�cult determination of the right value of �. We found, with the typical parameters taken here, that the usefullimit of the method is for � � 10 (and for � � 0:1), i.e. for a magnitude di�erence of � 2:5. As shown in Table 1, secondrow, the computations Q and ~Q could only give an idea of �, and we deduce from IQ and I ~Q that � is greater than orof the order of 80�. The estimate of � is still available from IQ�QT and I ~Q� ~QT but gives a slight under-estimate.The second limiting case is when � is close to 1. This problem occurs when the two components of a binary systemare of close magnitudes, implying then an ambiguity in the determination of the PA. In that case, the quantitiesQ�QT and ~Q � ~QT become very small but still contain the information about the orientation of the binary, even ifthe precise determination of � is no longer possible. Nevertheless, Q and ~Q can in this case give a good estimate ofit, as shown in Table 1, third row, where we report the result of a simulation made for � = 1:01 (i.e. for a magnitudedi�erence of � 0.01).Figure 5 illustrates the procedure used to analyze these two limiting cases. In the �rst case (� = 10), � is directlydetermined from the extrema of IQ�QT or I ~Q� ~QT . In the second (� = 1:01), � is determined from IQ and I ~Q andthe orientation is checked from IQ�QT or I ~Q� ~QT . An interesting case is presented by the reference-less version of themethod. In fact, while I ~Q shows a maximum for � slightly smaller than 45�(but with an error large enough to includethe value 45�), the shape of I ~Q� ~QT clearly denotes a value of � greater than 45�. In conclusion, a good estimate of �can be found by using our method if the following procedure is performed:1. Compute Q and ~Q.2. If � is not close to 1: estimate it with IQ�QT or I ~Q� ~QT .3. If � is close to 1: estimate it with IQ or I ~Q and check the orientation (i.e. check if � is greater or not than 45�) byusing IQ�QT or I ~Q� ~QT .An application of this procedure to real data of close visual binary stars is performed in the next section, togetherwith a comparison with the results found elsewhere.6. Application to real dataPreliminary results obtained with the technique in its standard version were already presented elsewhere (Carbilletet al. 1996b). We give here a more accurate application of the technique in its two versions to three binary stars forwhich the observing conditions are reported in Table 2. All the data reduced in this section consist of high-light levelspeckle frames of 128� 128 pixels. We give in what follows a detailed description of the analysis for each object.star name r.a.2000:0 dec.2000:0 mR Telescope �=�� < r0 > �t Date�Del 20h3703000 14�36'00" 3.2 2m blt 6580/425 � 20 cm 20 ms 11/09/94Moa�� 1 03h4903600 63�17'52" 6 2m blt 6500/700 � 30 cm 20 ms 12/12/95 Per 03h0404800 53�30'24" 2.3 4.2m wht 6580/425 � 20 cm 25 ms 19/01/95Table 2. Observation table of the three sets of data processed in Sec. 6. The right ascension, the declination and the combinedmagnitude in the red (mR) are given, together with the telescope used (wht = WilliamHershellTelescope, LaPalma, Spain|blt = Bernard LyotTelescope, PicduMidide Bigorre, France), the observing wavelength /bandwidth in �A, the approximateaverage value of the Fried's parameter r0, the exposure time and the date of observation.6.1. � DelThe subgiant � Del is a close binary of 26.6 years of period given as a standard star for binary-star interferometry byMcAlister & Hartkopf (1983). The latest orbit is computed by Hartkopf et al. (1989). The reference star observed was�Del from which we used 410 frames, and 324 for the binary.The separation angle d and the PA from which we derived an estimation of d were computed from the classicalcalculation of the visibility function, founding: d = 0:0022 and PA = 288�=108�.Figure 6, �rst row, shows both the quantities Q � QT and ~Q � ~QT , with their radial integrations IQ�QT andI ~Q� ~QT , derived from the twofold pdfs of the binary and of the reference star computed for the space-lag vector � = d,
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(b) Fig. 6. Top: linear gray-level representation of Q � QT (a) and ~Q � ~QT (c), together with plots of the corresponding radialintegrations| (b) and (d) |for the binary �Del. Middle: Q (a) and ~Q (c), and the corresponding radial integrations| (b) and(d) |for the binary Moa�� 1. Bottom: the same as in Top for the binary  Per.and from the twofold pdf of the binary computed for � ? d. From these quantities, we could deduce the value of �for which they are extrema by the procedure described in Sec. 5. So we have: arctan� = (23:85 � 0:95)� using thestandard version; or: arctan�0 = (24:5� 1:5)� using the reference-less version. The exact value of the intensity ratio,giving then both the orientation and a relative photometry of the binary system, is found to be � = 0:440� 0:020 (or�0 = 0:455� 0:030), that corresponds to a magnitude di�erence �m = 0:885� 0:050 (or �m0 = 0:855� 0:070). Thisis in agreement with the value given by Couteau (1962)| i.e. 0.9 |if one considers that �mV is roughly similar to�mR for this object. Moreover, since we found an intensity ratio smaller than 1, we can assume, given the orientationof the frames and �, that PA is 288�and not 108�. This is anyway what was expected from the orbit cited before.It is interesting to note that the two versions of the method give, for these data, an equivalent result, even if therelevant ridge seems to be better de�ned using the reference star data.6.2. Moa�� 1The close double star Moa�� 1 (SAO12917) was discovered during the observation from which the data used in thissection are extracted. The approximate period evaluated by Carbillet et al. (1996c) is � 13 years. The separationvector d was deduced from this last paper using the cross-correlation technique (Aristidi et al. 1996). This corresponds



12 M. Carbillet et al.: Speckle imaging of binary stars: use of ratios of twofold probability density functionsto: d = 0:0011 and PA = 213�. The reference star observed was SAO12929 from which we used 2617 frames, and 2619for the binary.Figure 6, second row, shows both the quantities Q and ~Q, with their radial integrations IQ and I ~Q. The value of� derived from these quantities is: arctan� = (42:0 � 2:0)�| or arctan�0 = (41:5 � 3:5)�. The deduced value of �is then: � = 0:900 � 0:065 (or �0 = 0:90 � 0:10), that corresponds to a magnitude di�erence: �m = 0:115 � 0:080(or �m0 = 0:10 � 0:10). This is in agreement with the value computed in the paper cited before and using both thecross-correlation technique and the fork algorithm (Bagnuolo 1988)| 1� = 1:110 � 0:020 and 1� = 1:15 � 0:15. Theposition angle is then con�rmed to be: PA = 213� and the magnitude di�erence between the companion and theprimary star in the red: �mR ' 0:1.We can say that, here again, the method seems to take advantage of its use with the data of the reference star,the reference-less method giving anyway an acceptable value of the intensity ratio.6.3.  Per Per is a giant eclipsing binary star of 17.8 years period whose orbit can be found in Hartkopf et al. (1996). Thereference star observed was �Per from which we used 752 frames, and 443 for the binary. The separation and positionangle computed from the visibility function were: d = 0:0020 and PA = 62�=242�.Figure 6, third row, shows both the quantities Q � QT and ~Q � ~QT , with their radial integrations IQ�QT andI ~Q� ~QT . The value of � derived from these quantities is: arctan� = (79:5� 1:0)�| or arctan�0 = (80:0� 1:5)�. Thededuced value of the intensity ratio is then: � = 5:40 � 0:50 (or �0 = 5:70 � 0:90), that corresponds to a magnitudedi�erence: �m = �1:85� 0:10 (or �m0 = �1:90� 0:15). This �rst shows that the right position angle is 62�and not242�. Moreover, the absolute value of �m found is in agreement with the early speckle interferometric measurementof Labeyrie et al. (1974) that estimated a �m of 1{2 mag for a wavelength of � = 6750�A. More precisely, McAlisteret al. (1982) estimated �m in the red to be at least greater than 1:4 mag, the estimated �mV .7. DiscussionThe method proposed in this paper to determine relative position and photometry of the components of a binarysystem consists of calculating ratios of pdfs: the twofold pdf of the double star speckle pattern computed for a space-lag � equal to the star separation is divided by the twofold pdf of an unresolved star, computed for the same space-lag�. Alternatively, and in a case of lack of a good reference star, the twofold pdf of the binary speckle pattern itself,computed for a space-lag � perpendicular to the star separation, may also be used as reference. The result, which isdescribed in the text as the Q (or ~Q) function, clearly evidences the region of the (
1;
2) plane where 
2 = �
1.This procedure, in some aspects, solves the problem of the pi technique emphasized in the introduction of this paper,i.e. the fact that it is a non-linear approach for which there is no simple separation between functions of the objectand of the speckle pattern. This pseudo-linear result was clearly illustrated in Fig. 1. Moreover, the use of a radialintegration gives directly the value of � with no ambiguity on relative position of components.Other representations may be considered to emphasize the dissymetry of the twofold pdf. For example, we havenoticed that the ratio of P to its transpose quantity P T gave results similar to Q �QT . For the sake of conciseness,these results are not reported here. In any case, since ratios are taken, a problem may arise when the twofold pdf usedas a reference is equal to zero. This is not a major problem, but rather the e�ect of insu�cient statistics in terms ofnumber of samples. This problem could also be resolved if smoothed versions of twofold pdfs are used.The ratio approach, even though we seek to obtain the linear relation discussed above, remains fully empirical. Thequestion may arise about the meaning of these twofold pdfs ratios in terms of theory of probability and statistics. Theratio may be considered as the measure of some distance between probabilities, one bearing the information about thedouble star embedded in the speckle pattern, and the other being relevant to the psf only. This approach is used inempirical hypothesis testing; however, the use of a ratio is not a common measure of distance (Allen, 1990). Attemptswere made to use di�erences of pdfs instead of ratios (Lyon 1993), but the results were found to be less attractivethan the present ones.Another possibility of a theoretical meaning for the ratio of pdfs is to refer to entropy and the information givenby pdfs. The information associated with an event is equal to minus the logarithm of the probability of that event.The ratio we perform may be therefore linked to the di�erence between the information that comes from the law ofprobability of the intensity of a binary star speckle pattern, and that of an unresolved star. A deeper development ofthis approach, that we will not further develop here, would lead to the use of some Kullback-Leibler representation(Taupin 1988), of the form PB log (PB=PS).



M. Carbillet et al.: Speckle imaging of binary stars: use of ratios of twofold probability density functions 13An alternative to the present method is to deal with cfs instead of pdfs. The division of the pdfs corresponds, inthe Fourier space, to a deconvolution of the cfs. Surprisingly, we found that a division of the cfs leads to a similarresult, since the cf computed for the binary (and for its separation) presents a characteristic ridge as well, which isalso tremendously enhanced by dividing it by the cf of the psf. This is an interesting behavior that we plan to studylater.The points discussed above are interesting problems of probability theory and signal processing, and will bedeveloped elsewhere.Several developments of the method are possible. A �rst one consists of the treatment of low-light level data. Inthis case, as discussed by Sultani et al. (1995), the pdf su�ers a Poisson-Mandel transform that must be inverted.However, preliminary checks made on simulated data have shown that the information about � was already clearlyvisible in the ratio of low-light level pdfs. Another development is the extension of the procedure multiple stars. Theanalysis of triple stars speckle patterns is currently under processing and the results will be given in a near future.8. ConclusionWe have developed in this paper a data processing method suitable for extracting astrometric information, absolutequadrant determination and relative photometry from speckle data of binary stars. The combination of classicalvisibility/autocorrelation calculus and our Q function is proposed for this purpose. The results obtained for threebinary stars (with di�erent order of magnitude di�erences and angular separations) are very promising, and we arecurrently applying it as a routine analysis procedure for our speckle observations. The method being quite simple andfast, it could rapidly lead to near real-time processing.Acknowledgements. The authors wish to thank J. C.Dainty for providing the wht's data of  Per and for very helpful discussionsabout this paper; M.Carbillet thanks himmore particularly for a �ve months stay in the Applied Optics group of Imperial Collegeof London, under support of the European program Human Capital & Mobility (contract erb chrx ct93 0335, coordinated byceo Florence). Thanks are also due to J.-L. Prieur from Observatoire Midi-Pyr�en�ees for the use of his specklegraph and hisparticipation in the observations with the blt. We are also indebted to B. Lopez and Y. Bresson for these observations, toH. Lant�eri for stimulating and interesting discussions, and to C. Coulman for critical reading of the manuscript.ReferencesC. Aime, \Proposition d'imagerie probabiliste de syst�emes d'�etoiles en interf�erom�etrie de speckle", J. Opt.(Paris) 18, 101{110,1987C. Aime, G. Ricort, and Ch. Perrier, \Probability imaging of the bright double star � Aqr in the infrared", Exp. Astronomy 1,267{284, 1990C. Aime, \Probabilistic approach to speckle imaging in optical astronomy", Trends in Opt. Eng. 1, 15{34, 1993C. Aime, �E. Aristidi, H. Lant�eri, and G. Ricort, \Use of a reference source in probability imaging",Applied Optics 32, 2747{2757,1993A. O. Allen, Probability, Statistics, and Queuing Theory, Second Edition, Academic Press, 1990�E. Aristidi, C. Aime, M. Carbillet, and J.-F. Lyon \Imaging binary stars by the cross-correlation technique", submitted toAstron. Astrophys., 1996W. G. Bagnuolo, Jr., \Binary-star intensity ratio by the fork algorithm", Opt. Lett. 13(10), 907{909, 1988W. G. Bagnuolo, Jr., D. J. Barry, B. Mason, and E. G. Dombrowski, \Results in speckle photometry', SPIE Proc. on: Amplitudeand Intensity Spatial Interferometry 1237, J. B. Breckinridge Ed., 242{248, 1990W. G. Bagnuolo, Jr., B. D. Mason, D. J. Barry, W. I. Hartkopf, H. A. McAlister, \Absolute quadrant determinations fromspeckle observations of binary stars", A. J. 103(4), 1399{1407, 1992M. Carbillet, G. Ricort, C. Aime, and Ch. Perrier, \Probability imaging of a few double stars from one-dimensional near-infraredspeckle data", Astron. Astrophys. 310, 508{518, 1996M. Carbillet, B. Lopez, �E. Aristidi, Y. Bresson, C. Aime, G. Ricort, J.-L. Prieur, L. Koechlin, G. Helmer, J. Lef�evre, and P.Cruzal�ebes \Discovery of a new bright close double star", Astron. Astrophys. 314, 112{114, 1996M. Carbillet, C. Aime, �E. Aristidi, and G. Ricort \High resolution measurements of binary stars and the Probability Imagingtechnique", in ESO Conference \Science with the VLT Interferometer", Garching-bei-M�unchen, Germany, 18{21 June 1996C. E. Coulman \Fundamental and applied aspects of astronomical seeing", Ann. Rev. Astron. Astrophys. 23, 19{57, 1985P. Couteau, J. Observateurs 45, 39, 1962P. Cruzal�ebes, �E. Tessier, B. Lopez, A. Eckart, and D. Tiph�ene \Di�raction limited near-infrared imaging of the Red Rectangleby bispectral analysis", Astron. Astrophys. Suppl. Ser. 116, 597{610, 1996W. I. Hartkopf, H. A. McAlister, and O. G. Franz, \Binary star orbits from speckle interferometry. II. Combined visual/speckleorbits of 28 close systems", Astron. J. 98(3), 1014-1039, 1989W. I. Hartkopf, B. D. Mason, and H. A. McAlister, \Binary star orbits from speckle interferometry. VIII. Orbits of 37 closevisual systems", Astron. J. 111(1), 370-392, 1996



14 M. Carbillet et al.: Speckle imaging of binary stars: use of ratios of twofold probability density functionsT.K. Knox & B.J. Thompson, \Recovery of images from atmospherically degraded short exposures images", Astrophys. J. 193,L45{L48, 1974A. Labeyrie,\Attainment of di�raction-limited resolution in large telescopes by Fourier analyzing speckle patterns in starimages", Astron. Astrophys. 6, 85{87, 1970A. Labeyrie, D. Bonneau, R. V. Stachnik, and D. Y. Gezari, \Speckle Interferometry - 3: High resolution measurements oftwelve binary systems", Astroph. J. 174, L147{L151, 1974Y. W. Lee, Statistical Theory of Communication, Wiley, New-York, 1960J.-F. Lyon, DEA report, Universit�e de Nice-Sophia Antipolis, France, 1993H. A. McAlister, \Masses and luminosities for the giant spectroscopic/speckle interferometric binaries  Persei and � Cygni",Astron. J. 87(3), 563{569, 1982H. A. McAlister & W. I. Hartkopf, \Standard stars for binary-star interferometry", Publ. Astron. Soc. Pac. 95, 778{781, 1983F. Sultani, C. Aime, and H. Lant�eri, \Inverse Poisson transform using Pad�e approximants: applications to speckle interferometryin astronomy.", Pure Appl. Opt. 4, 89{103, 1995D. Taupin, Probabilities, data reduction, and error analysis in the physical sciences, Editions de Sciences Physiques, 1988P. H. Van Cittert, Zeitschrift f�ur Physics 69, 298, 1931G. Weigelt, \Modi�ed speckle interferometry, speckle masking", Opt. Commun. 21, 55{59, 1977

This article was processed by the author using Springer-Verlag LaTEX A&A style �le L-AA version 3.


